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Abstract
We study nonlinear hyperbolic conservation laws with non-convex flux in one space dimen-
sion and, for a broad class of numerical methods based on summation by parts operators,
we compute numerically the kinetic functions associated with each scheme. As established
by LeFloch and collaborators, kinetic functions (for continuous or discrete models) uniquely
characterize themacro-scale dynamics of small-scale dependent, undercompressive, nonclas-
sical shockwaves.We showhere that various entropy-dissipative numerical schemes canyield
nonclassical solutions containing classical shocks, including Fourier methods with (super-)
spectral viscosity, finite difference schemeswith artificial dissipation, discontinuousGalerkin
schemes with or without modal filtering, and TeCNO schemes. We demonstrate numerically
that entropy stability does not imply uniqueness of the limiting numerical solutions for scalar
conservation laws in one space dimension, and we compute the associated kinetic functions
in order to distinguish between these schemes. In addition, we design entropy-dissipative
schemes for the Keyfitz–Kranzer system whose solutions are measures with delta shocks.
This system illustrates the fact that entropy stability does not imply boundedness under grid
refinement.
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1 Introduction

1.1 Objective and Background

We present and analyze here several classes of entropy-stable and semi-discrete schemes for
nonlinear hyperbolic problems, next investigate numerically the behavior of weak solutions,
and demonstrate certain important features or limitations of these schemes. In particular, we
observe that entropy-stable schemes can converge to different weak solutions. Hence, we
are interested in qualitative properties of weak solutions u = u(t, x) to nonlinear hyperbolic
conservation laws

∂t u + ∂x f (u) = 0, u|t=0 = u0, (1)

posed on a bounded domain Ω ⊂ R (subjected to suitable boundary conditions). Here, u0
is a prescribed initial data defined on Ω , while the flux f = f (u) is a prescribed nonlinear
function of the unknown u. In general, weak solutions to (1) (understood in the sense of
distributions) contain shock waves, and a central issue in the theory of nonlinear hyperbolic
equations is formulating suitable admissibility criteria for the selection of shocks. For scalar
conservation laws with convex flux (such as Burgers’ equation) a single entropy inequality

∂tU (u) + ∂x F(u) ≤ 0, (2)

associated with a strictly convex entropy pair (U , F), suffices to single out a unique weak
solution [10,55] to the initial value problem (1).

However, this is not true for conservation laws with non-convex flux [55, Remark 2],
for instance for the cubic conservation law ∂t u + ∂xu3 = 0 [39, Chapter II]. While it is
well-known that weak solutions to conservation laws can be generated as vanishing viscosity
limits, that is, as limits (when ε → 0) of solutions to

∂t u + ∂x f (u) = ε∂2x u, (3)

other regularization operators are equally relevant in physical applications and generate weak
solutions thatmaynot satisfy the standard selection criteria. In fact, the single entropy inequal-
ity (2) permits also nonclassical shocks of undercompressive type, which in turn should be
characterized via the notion of a kinetic function; for an overview of the theory, see LeFloch
[38–40]. The role of small-scale effects in weak solutions (for instance when capillarity
effect is included) and the numerical approximation of nonclassical solutions were exten-
sively investigated in the past two decades; see the pioneering papers [22,23,27], as well as
the advances in [1,5,43] and the references therein.More recently, the class of well-controlled
dissipation (WCD) schemes which capture diffusive-dispersive shocks at any arbitrary order
of accuracy, was proposed in [42,45,46].

1.2 Main Contributions in this Paper

We proceed here by presenting first a broad class of numerical methods which are based
on summation-by-parts (SBP) operators and, importantly, are entropy-satisfying in the sense
that they satisfy a discrete form of the entropy inequality. Recall that entropy-conservative
schemes were constructed in a pioneering work by Tadmor [74,77] (second-order accuracy)
and LeFloch and Rohde [44] (third-order accuracy), and later extended in [41] (high-order
accuracy in a periodic domain) and [6,13,57] (bounded domain and non-uniform grids). The
entropy inequality is essential since it ensures a fundamental L2 nonlinear stability property,
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but does not guarantee convergence to classical entropy solutions. The entropy-satisfying
numerical methods developed and analyzed in the present paper are based on the notion of
SBP operators in [36], which recently have gained a lot of interest. Nowadays, many classes
of numerical methods can be formulated within a unifying SBP framework, including finite
difference [72], finite volume [53], finite element [19,25], and flux reconstruction schemes
[67]. Importantly, these semi-discretizations can be made entropy-satisfying and the main
stability estimates can also be transferred to fully discrete numerical methods by applying a
relaxation approach [30,51,61,64–66,69].

It is precisely our purpose here to demonstrate that a broad class of entropy-satisfying
schemes generate nonclassical shocks and, in addition, to compute the associated kinetic func-
tions. We focus on the spatial part and apply sufficiently accurate time integration schemes
in order to eliminate any significant errors from that part. We restrict convergence studies of
the numerical methods to numerical experiments and grid refinement studies. In particular,
we observe convergence of numerical solutions of nonlinear scalar conservation laws in one
space dimension, in contrast to the behavior of nonlinear systems in multiple space dimen-
sions [15,18]. However, even when the numerical methods satisfy a single entropy inequality,
the numerically converged solutions can still approximate nonclassical shocks.

1.3 Outline of this Paper

In Sect. 2, entropy-stable discretizations based on SBP operators are recalled and discussed.
Next, in Sects. 3 and 4 , we revisit the uniqueness issue for nonlinear conservation laws
and, in Sect. 5, for a variety of schemes we numerically compute the corresponding kinetic
function associated with the cubic conservation law. This study is then extended to a quartic
conservation law in Sect. 6. Finally, in Sect. 7 we turn our attention toward the Keyfitz–
Kranzer system, for which we develop and apply a broad class of entropy-stable schemes.

2 Summation-by-Parts Operators and Entropy Stability

2.1 Notation

In this section, some general notions about SBP operators are reviewed and a notation to be
used throughout the following sections is introduced. Formore information on SBPoperators,
we refer to the review articles [12,73] and references cited therein. We consider the nonlinear
hyperbolic system of conservation laws

∂t u(t, x) + ∂x f
(
u(t, x)

) = 0, t ∈ (0, T ), x ∈ Ω,

u(0, x) = u0(x), x ∈ Ω,
(4)

posed on the spatial domain Ω ⊆ R in one space dimension, supplemented with appropriate
boundary data or periodic boundary conditions. Here, u : (0, T ) × Ω → Υ ⊆ R

m are the
conserved variables and f : Υ → R

m is referred to as the flux. Using the method of lines,
a semi-discretization is introduced at first and a suitable time integration scheme is applied
to the resulting set of ordinary differential equations, e.g. a Runge–Kutta method. For the
semi-discretization, the spatial domain Ω ⊆ R is divided into non-overlapping elements Ωl ,
i.e. we have

⋃
l Ωl = Ω and Ω̊l∩Ω̊k = ∅ if l �= k, where Ω̊l is the interior of the elementΩl .

In each element the numerical solution is represented by its values u = (u1, . . . , uK )T on a
grid with nodes x1, . . . , xK , i.e. we write ui = u(xi ). All nonlinear operations of interest are
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then defined pointwise, for instance f
i
= f (ui ). The discrete derivative will be represented

by a matrix D ∈ R
K×K , referred to as the derivative matrix, and the discrete scalar product

approximating the standard L2 scalar product will be represented by a symmetric and positive
definite matrix, denoted byM ∈ R

K×K (mass/normmatrix). In the following, the notation in
[67,68] is used. A table with translation rules to other common notations for finite difference
and spectral element methods can be found in [59].

2.2 Periodic Setting

Consider the domain Ω = (xL , xR) and absolutely continuous functions u, v : R → R that
are periodic with period |Ω| = xR − xL . Then, integration by parts gives

∫ xR

xL
u (∂xv) = [

uv
]xR
xL

−
∫ xR

xL
(∂xu) v, (5)

where the boundary term vanishes due to periodicity. This is mimicked at the discrete level
by writing uT M D v = −uT DT M v. Requiring that this relation holds for all u, v ∈ R

K

results in the following definition. With some abuse of notation, the derivative matrix D
will also be called SBP (derivative) operator if the corresponding mass/norm matrix can be
deduced from the context.

Definition 2.1 A periodic SBP operator (or summation-by-parts operator) consists of a
derivative matrix D and a symmetric and positive definite mass/norm matrix M such that

M D + DT M = 0 .

Example 2.2 Periodic central finite difference approximations of the first derivative yield
SBP operators with mass matrix M = ΔxI , where I is the identity matrix and Δx the
grid spacing. In other words, periodic central finite difference approximations of the first
derivative result in skew-symmetric derivative matrices D .

Example 2.3 Fourier (pseudo-) spectral methods computing the derivative via the discrete
Fourier transform (via FFT) also yield SBP operators with a multiple of the identity matrix
as mass matrix.

2.3 Non-periodic Setting

Consider again the domainΩ = (xL , xR) and absolutely continuous functions u, v : R → R.
Without requiring periodicity, integration by parts gives

∫ xR

xL
u (∂xv) +

∫ xR

xL
(∂xu) v = [

uv
]xR
xL

. (6)

Similarly to the periodic case, this is mimicked at the discrete level by

uT M D v + uT DT M v = uT RT B R v, (7)

where a restriction matrix R performing an interpolation to the boundary nodes xL , xR and a
boundary matrix B = diag (−1, 1) have been introduced. Requiring that the relation above

holds for all u, v ∈ R
K results in the following definition.
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Definition 2.4 A (non-periodic) SBP operator (i.e. summation-by-parts operator) consists of
a derivative matrix D , a symmetric and positive definite mass/norm matrix M , a restriction

matrix R , and the boundary matrix B = diag (−1, 1) such that M D + DT M = RT B R .

The order of accuracy of the approximation uT RT B R v ≈ [uv]xRxL should be at least the
order of accuracy of the derivative matrix D .

SBP operators can be used both in single element discretizations and in multiple element
discretizations where the domain Ω is divided into smaller elements as described at the
beginning of this section. In the latter case, SBPoperators are used on each element. Typically,
the operators are developed on a reference element and a coordinate transformation is used
to map all quantities between the physical and the reference element. If not stated otherwise,
affine-linear coordinate mappings will be used in the following.

Example 2.5 1. Classical finite difference SBP operators have been proposed by many
researchers andmany examples can be found in the review articles [12,73] and references
cited therein.

2. Polynomial collocation methods based on Legendre polynomials of degree p = K − 1
yield SBP operators if the derivative matrix D and the restriction matrix R are exact for
polynomials of degree ≤ p and the mass matrix M is chosen such that it is exact for
polynomials of degree ≤ p − 1, since all integrals in (7) can be evaluated exactly in this
case, cf. [35]. In particular, polynomial collocation methods based on the Gauss, Radau,
or Lobatto Legendre nodes yield SBP operators, see also [11,19,26].

2.4 Boundary Procedures

If periodic SBP operators are used (for periodic problems), no boundary conditions have to
be enforced. If non-periodic boundaries or multiple elements are considered, exterior (at the
boundary of the domain Ω) or interior (between two elements) boundary conditions have to
be enforced. Here, the prescription of boundary conditions via simultaneous approximation
terms using numerical fluxes as in finite volume methods will be used.

Definition 2.6 A numerical flux is a Lipschitz continuous mapping f num : Υ 2 → R
m that is

consistentwith the flux f of the conservation law (4), i.e. for all u ∈ Υ : f num(u, u) = f (u).

A semi-discretization of the conservation law ∂t u+∂x f (u) = 0 on an element will usually
be of the form

∂t u + VOL = SAT, (8)

where VOL are volume terms approximating the divergence ∂x f (u) in the interior and SAT
is a simultaneous approximation term [3,4] enforcing boundary conditions in a suitably weak
sense. Typical forms might be

VOL = D f , SAT = −M−1 RT B
(
f num − R f

)
, (9)

where R f = ( fL , fR)T is the interpolation of the flux f to the boundary and f num =
( f numL , f numR )T is the numerical flux at the boundaries. At a given boundary between the
elements l and l + 1, two values of the numerical solution are given via interpolation: The
value u− = u(l)

R of the numerical solution at the right-hand side of cell l and the value

u+ = u(l+1)
L of the numerical solution at the left-hand side of cell l + 1. Then, the unique
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Fig. 1 Visualization of the notation used for multiple element discretizations using SATs with numerical
fluxes. The numerical flux at the boundary between the elements l − 1 and l is computed as f num(u−, u+),
where u− (u+) is the value of the numerical solution to the left (right) of the interface. In element l − 1 (l),
this numerical flux is at the right (left) hand side of the element and called f numR ( f numL )

numerical flux between the elements l and l + 1 is computed as f num(u−, u+); see the
illustration in Fig. 1.

2.5 Entropy Stability

Throughout, we assume that our system of conservation laws (4) is equipped with an entropy
function. Recall that a convex function U : Υ → R is an entropy for the conservation law
(4), if there is an entropy flux F : Υ → R fulfilling ∂uU (u) · ∂u f (u) = ∂u F(u). The entropy
variables arew(u) = U ′(u) and the flux potential isψ = w · f − F . Thus, ifU is an entropy
and u a smooth solution of the conservation law (4), the entropy generates the conservation
law ∂tU (u) + ∂x F(u) = 0. As an admissibility criterion, the entropy inequality

∂tU (u) + ∂x F(u) ≤ 0. (10)

is imposed for weak solutions. The flux potential ψ is the potential of the flux f with respect
to the entropy variables w, i.e. ∂wψ(w) = f (w), where f (w) should be read as f

(
u(w)

)
.

Example 2.7 For scalar conservation laws, the L2 entropy U (u) = 1
2u

2 can be used. It is
strictly convex and the entropy variables are w(u) = U ′(u) = u. The flux potential is given
by ψ(u) = ∫ u f (v)dv.

Building on the seminal work of Tadmor [74,77] on second-order schemes, extended to
arbitrary order of accuracy in [44], semi-discrete entropy-stable schemes can be constructed
as entropy-conservative schemes and additional dissipationmechanisms.The basic ingredient
are entropy conservative two-point numerical fluxes used in finite volume methods.

Definition 2.8 A numerical flux is entropy-conservative (EC) for an entropyU with entropy
variables w and flux potential ψ , if

for all u−, u+ ∈ Υ : (
w(u+) − w(u−)

) · f num(u−, u+) = ψ(u+) − ψ(u−). (11)

The numerical flux is entropy-stable (ES), if

for all u−, u+ ∈ Υ : (
w(u+) − w(u−)

) · f num(u−, u+) ≤ ψ(u+) − ψ(u−). (12)

Using the jump operator [[a]] := a+ − a− and the notation a± = a(u±), these equations
can be written as [[w]] · f num = [[ψ]] and [[w]] · f num ≤ [[ψ]], respectively.
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Remark 2.9 Entropy stability of a numerical method does not imply general stability of
the scheme, since further robustness properties might be necessary to guarantee that the
numerical solution does not blow up. Moreover, for linear equations, (strong) stability is the
discrete analogue of (strong) well-posedness of the continuous problem, cf. [52,73]. This is in
general not the case for nonlinear equations. Thus, it might be better to speak about entropy-
conservative and entropy-dissipative schemes. Nevertheless, since it is more common in the
literature to speak about entropy-stable schemes, this term will be used here.

Entropy-conservative numerical fluxes can be used to construct high-order entropy con-
servative semi-discretizations using SBP operators via the volume terms

VOLi =
K∑

k=1

D
i,k

2 f vol(ui , uk), (13)

where f vol is an entropy-conservative numerical flux called volume flux (since it it used for
the volume terms) and ui , uk are the values of the discrete solution at the grid nodes. The
following result can be found in [6,57] and is a generalisation of [13, Theorem 3.1].

Theorem 2.10 If the volume flux f vol is smooth and symmetric, the flux differencing form
(13) is an approximation of the same order of accuracy as the derivative matrices D . Here,
the derivative matrix does not need to be given by SBP operators.

If the corresponding mass matrix M of an SBP derivative D is diagonal, the volume
terms (13) can be written in a locally conservative form. Moreover, if the volume flux is
entropy-conservative and the boundary nodes are included, high-order entropy-stable semi-
discretizations can be constructed, cf. [6,13,57].

Theorem 2.11 Consider the semi-discretization ∂t u+VOL = SAT with volume terms given
by (13) and the surface terms

SAT = −M−1 RT B
(
f num − R f

)
. (14)

If the numerical volume flux f vol is consistent with f , symmetric, and entropy-conservative,
and both the mass matrix M and the boundary operator RT B R are diagonal, the semi-
discretization is entropy-conservative/stable across elements, if the numerical surface flux
f num is entropy-conservative/stable. Moreover, there is a locally conservative form for the
semi-discrete entropy equation.

Remark 2.12 Requiring that RT B R be diagonal seems to be necessary for general conserva-
tion laws. Basically, it states that the boundary nodes have to be included in the computational
grid. For some conservation laws, the surface terms (14) can be adapted to allow general SBP
operators not including the boundary nodes, e.g. polynomial collocation methods on Gauss-
Legendre nodes, cf. [54,56,58,59,67].

2.6 Dissipation Operators

A semi-discretization ∂t u + VOL = SAT can be enhanced by artificial dissipation terms
DISS, resulting in

∂t u + VOL = SAT + DISS. (15)
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Since entropy stability is investigated by multiplying the semi-discretization by wT M , the

dissipation term DISS should fulfil wT M DISS ≤ 0. Moreover, in order not to influence

conservation across elements, the dissipation term should satisfy 1T M DISS = 0, where 1
is a vector with entries 1, i.e. the discrete version of the function x �→ 1.

Example 2.13 Considering the L2 entropy U (u) = 1
2u

2 as in Example 2.7, dissipation
operators can be constructed as DISS = −M−1 S , where S is (symmetric and) positive

semidefinite and satisfies 1T S = 0. Such dissipation operators approximating weighted
derivatives of even degree have been proposed in [50].

Example 2.14 For collocation schemes using Legendre polynomials, suitable discretizations
of the Legendre derivative operator u �→ ∂x (a∂xu) with a(x) = 1 − x2 can be used. The
Legendre polynomials ϕn are eigenvectors of this operator with eigenvalues λn = −n(n+1).
An investigation using this kind of dissipation and SBP operators can be found inter alia in
[63].

Example 2.15 The (super-) spectral viscosity operators investigated in [21,47,48,71,75,76,78]
are suitable dissipation operators for the L2 entropy U (u) = 1

2u
2, cf. Example 2.7.

Example 2.16 The so-called TeCNO schemes presented in [14,16] are designed for periodic
boundary conditions. The volume terms are exactly the entropy-conservative ones (13). The
dissipation operators are constructed using the ENO procedure and are based on a recent
stability result of this reconstruction [17].

2.7 Filtering

Another possibility introducing dissipation is given by filtering. Here, the baseline scheme is
used to compute one time step (or only one stage of a Runge–Kutta method) and a dissipative
filter is applied afterwards, reducing the total amount of entropy without modifying the total
mass. Classical modal filters can also be motivated by the application of a splitting procedure
to a semi-discretization enhanced with artificial dissipation. If this dissipation corresponds to
a modal basis such as a Legendre basis, the action of the dissipation operator can be realized
as modal filtering. Splitting a complete time step into a step using the baseline scheme and an
exact integration of the dissipation operator results in this modal filtering approach. However,
other filter functions can be used as well.

Example 2.17 Applying an exponential filter of the form exp(−ε Δt n(n + 1)) corresponds
to the exact solution of the equation ∂t u(t, x) = ∂x

(
(1− x2)∂xu(t, x)

)
, as in Example 2.14.

Similar to the super-spectral viscosity approach, the Legendre dissipation operator can be
applied s times, resulting in the filter function exp(−ε Δt (n(n + 1))s). Results for modal
filters can be found in [24,63,79].

3 Revisiting the Uniqueness Issue for Conservation Laws

3.1 Periodic Boundary Conditions

In the following numerical experiments, the fourth-order, ten stage, strong stability preserving
explicit Runge–Kutta method SSPRK(10,4) of [29] will be used to advance the numerical
solutions up to the final time T = 1. We treat the cubicconservation law
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∂t u(t, x) + ∂xu(t, x)3 = 0, t ∈ (0, T ), x ∈ (xL , xR),

u(0, x) = u0(x), x ∈ (xL , xR),
(16)

supplemented with periodic or other appropriate boundary conditions as described in the
following. The initial condition is chosen as u0(x) = − sin(πx) in the domain (xL , xR) =
(−1, 1). Using periodic boundary conditions and the L2 entropy U (u) = 1

2u
2, the total

entropy
∫
U is conserved for smooth solutions and bounded from above by its initial value

for entropy weak solutions. Using the unique entropy-conservative flux (cf. Definition 2.8)

f vol(u−, u+) = 1

4

u4+ − u4−
u+ − u−

= 1

4

(
u3+ + u2+u− + u+u2− + u3−

)
(17)

in the flux difference discretization described in Theorem 2.11 results in the volume terms

VOL = 1

2
D u2 u + 1

2
u D u u + 1

2
u2 D u, (18)

where u = diag
(
u
)
are diagonal multiplication operators, performing pointwise multipli-

cation with the values of u at the nodes of the grid. These volume terms can be interpreted
as approximations to the split form 1

2

(
∂xu3 + u∂xu2 + u2∂xu

)
. Traditionally, one could also

use the following unsplit form, without obtaining an entropy estimate,

VOL = D u2 u. (19)

The following semi-discretizations will be used for periodic boundary conditions. For
these schemes, the time step is chosen as Δt = 1

5N , where N is the number of grid points.

– Periodic (central) finite difference methods. The interior schemes of the dissipation
operators proposed in [50] multiplied by a fixed strength ε will be used. These operators
approximate derivatives of even degree.

– Fourier methods. The spectral viscosity operators described in [78] will be used. These
operators are described by a cutoff frequency m = √

N , a strength ε ∼ 1
N , and the

dissipation coefficients Qk . The “standard” choice of these coefficients is [78, eq. (1.7)]

Q̂k =
{
0, |k| ≤ m,

exp
(
− (N−k)2

(k−m)2

)
, m < |k|. (20)

The “convergent” scheme inspired by results of [71] is [78, eq. (4.3)]

Q̂k =

⎧
⎪⎪⎨

⎪⎪⎩

0, |k| ≤ m,

exp
(
− (2m−k)2

(k−m)2

)
, m < |k| < 2m,

1, |k| ≥ 2m.

(21)

Typical numerical results with nonclassical solutions show some oscillations located near
discontinuities. Since they are not essential (as far the limiting solutions are concerned) and
distract from the main observations; these have been removed using a simple total variation
denoising algorithm [8]. Exemplary numerical results before and after this postprocessing
are shown in Fig. 2. Results of the numerical experiments using sixth-order periodic central
finite difference methods are visualized in Fig. 3 using the split form (18) and in Fig. 4 using
the unsplit form (19). On the left-hand sides, numerical solutions using different parameters
are shown at the final time t = 1. On the right-hand sides, the corresponding evolution of
the discrete total entropy

∫
M u2 = ||u||2M = uT M u can be found.
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Fig. 2 Numerical solutions shown in Fig. 3a before and after postprocessing

Using the split form and second-order artificial dissipation, the numerical solutions seem
to converge to the classical entropy solution (Fig. 3a). However, if artificial dissipation
operators approximating higher-order-derivatives are used, nonclassical shocks appear in
the numerical solutions (Fig. 3c, e). The nonclassical parts of the numerical solutions
become smaller for increased number of grid points but are still clearly visible even for
N = 214 = 16,384 nodes, which seems to be pretty much for a relatively simple problem
in one space dimension. Increasing the strength ε of the artificial dissipation operators of
higher order does not yield substantially better results, the nonclassical parts remain (not
plotted). In accordance with the theory of nonclassical shocks of LeFloch [38,39] and the
entropy rate admissibility criterion of Dafermos [9], the final entropy of the classical solu-
tions is smaller than the final entropy of the numerical solutions containing nonclassical
shocks.

Using the unsplit form, similar numerical results are obtained (Fig. 4). Nevertheless, there
are some important differences. Firstly, while the numerical solutions with N = 210 and
N = 212 nodes and second-order artificial dissipation seem to be classical, small regions
containing nonclassical shocks appear for N = 214 = 16,384 nodes (Fig. 4a). Moreover,
the nonclassical parts of the numerical solutions for higher-order artificial dissipation do not
seem to become smaller at the same rate as for the split form (18). In fact, using fourth-order
dissipation operators, the numerical solutions for N = 212 = 4096 and N = 214 = 16,384
nodes are visually nearly indistinguishable (Fig. 4c).

Results of the numerical experiments using entropy-stable Fourier methods are shown in
Fig. 5. Using the “standard” dissipation (20), the numerical solutions for N ∈ {210, 212, 214}
are visually indistinguishable and include nonclassical shocks (Fig. 5a). Using the “conver-
gent” choice (21) of the dissipation coefficients with strength ε = 1

N , the numerical solutions
still contain nonclassical shocks but these nonclassical regions become smaller for increasing
numbers of grid points N (Fig. 5c). However, nonclassical shocks are still visible even for
N = 214 = 16,384 nodes, which seems to be a very high resolution for this one-dimensional
problem. Again, the final total entropy becomes smaller as the nonclassical regions become
smaller. Surprisingly, reducing the strength of the spectral viscosity operators to ε = 1

5N ,
the convergence to the classical entropy solution becomes faster and more clearly visible
(Fig. 5e). Thus, reducing the strength ε of the artificial dissipation increases the total dissi-
pation, since the classical solution is approached and the final value of the total entropy is
smaller than for nonclassical solutions.
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Fig. 3 Numerical results for periodic finite differences using the split form (18) in order to approximate
solutions of the cubic conservation law (16) with dissipation operators of different degrees for N = 1024
(solid), N = 4096 (dashed), and N = 16,384 (dotted) grid points

3.2 Non-periodic Boundary Conditions

Considering non-periodic boundary conditions, it might be expected that a boundary condi-
tion has to be provided at the left-hand side (i.e. at xL ), since the advection speed f ′(u) = 3u2

is non-negative. Similarly, no boundary data should be given at the right-hand side, i.e. at
xR . Indeed, smooth solutions of the initial boundary value problem
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Fig. 4 Numerical results for periodic finite differences using the unsplit form (19) in order to approximate
solutions of the cubic conservation law (16) with dissipation operators of different degrees for N = 1024
(solid), N = 4096 (dashed), and N = 16,384 (dotted) grid points

∂t u(t, x) + ∂xu(t, x)3 = 0, t ∈ (0, T ), x ∈ (xL , xR),

u(0, x) = u0(x), x ∈ (xL , xR),

u(t, xL) = gL(t), t ∈ (0, T ),

(22)
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Fig. 5 Numerical results for Fourier methods approximating solutions of the cubic conservation law (16)
with viscosity operators of different forms and strengths for N = 1024 (solid), N = 4096 (dashed), and
N = 16,384 (dotted) grid points
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with compatible initial and boundary data fulfil

1

2

d

dt

∫ xR

xL
u(t, x)2dx =

∫ xR

xL
u(t, x) ∂t u(t, x)dx = −

∫ xR

xL
u(t, x) ∂xu(t, x)3dx

= −3

4
u(t, x)4

∣
∣xR
xL

= 3

4
gL(t)4 − 3

4
u(t, xR)4.

(23)

Thus, the total entropy is bounded by initial and boundary data.
Considering the semi-discretization described in Theorem 2.11 results in the semi-discrete

entropy balance

d

dt
||u||2M = uT M ∂t u =

(
uL f numL − 1

4
u4L

)
−
(
uR f numR − 1

4
u4R

)
, (24)

in which 1
4u

4
L = ψL and 1

4u
4
R = ψR . Using Godunov’s flux f num(u−, u+) = u3− yields

d

dt
||u||2M =

(
uLg

3
L − 1

4
u4L

)
−
(
u4R − 1

4
u4R

)

= 3

4
g4L − 3

4
u4R − 1

4
(uL − gL)2

(
3g2L + 2uLgL + u2L

)

︸ ︷︷ ︸
≥0

, (25)

since

0 ≤ (uL − gL)2
(
3g2L + 2uLgL + u2L

)

= 3u2Lg
2
L+2u3LgL+u4L−6uLg

3
L − 4u2Lg

2
L − 2u3LgL + 3g4L + 2uLg

3
L + u2Lg

2
L

= u4L − 4uLg
3
L + 3g4L .

(26)

Thus, the entropy rate of the numerical solution is bounded from above by the corresponding
analytical entropy rate. Hence, using Godunov’s flux at the (exterior) boundaries results in
an entropy-stable scheme. If multiple elements are used, the numerical flux at inter-element
boundaries can be any entropy-stable flux (cf. Definition 2.8), resulting in entropy-stable
semi-discretizations.

In the following, homogeneous boundary data gL(t) ≡ 0 and the initial condition
u0(x) = − sin(πx) will be used. The domain (xL , xR) = (−1, 3) is divided uniformly
into N elements. A DG approach on Lobatto nodes is used, i.e. the solution is represented on
each element as a polynomial of degree ≤ p, represented in a nodal basis. Godunov’s flux
is used both at the exterior and the interior boundaries. Moreover, the entropy-conservative
flux (17) is used for the volume terms as described in Theorem 2.11. Again, SSPRK(10,4) is
used to advance the numerical solutions in time, up to the final time T = 1.5. The time step
is chosen as Δt = 1

N (p2+1)
.

Results of the numerical experiments are visualized in Fig. 6, where numerical solutions
at the final time T are shown at the left-hand side. On the right-hand side, the evolution of
the discrete total entropy ||u||2M (summed over all elements) is visualized. Here, the mass
matrix M is a diagonal matrix containing the Lobatto Legendre quadrature weights on the
diagonal, scaled by an appropriate factor to account for the width of each cell.

The numerical solutions for the same polynomial degree p are visually nearly indistin-
guishable. Using polynomials of degree p = 1, the numerical solutions converge to the
classical entropy solution (Fig. 6a). If polynomials of higher degree p ≥ 2 are used, nonclas-
sical shocks develop and remain stable and unchanged if the number of elements is increased.
As in the periodic case, the final value of the total entropy is higher if nonclassical shocks
occur.
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Fig. 6 Numerical results for DG methods using Godunov’s flux and the entropy stable semi-discretization of
Theorem 2.11 in order to approximate solutions of the cubic conservation law (22) with different polynomial
degrees p for N = 256 (solid), N = 1024 (dashed), and N = 4096 (dotted) elements

Introducing another kind of dissipation (besides the dissipation provided by the numerical
fluxes as in the previous examples), modal filtering is applied after every complete time
step of the Runge–Kutta method. This modal filtering can be seen as a discretization of
the sth power of the Legendre dissipation operator, cf. Example 2.17. Here, the strength ε

is chosen as ε = − log(eps)/(Δt (n(n + 1))s), where eps is the machine accuracy, i.e.

123



   55 Page 16 of 38 Journal of Scientific Computing            (2021) 87:55 

eps = 2.220 446 049 250 313 × 10−16 for 64 bit floating point numbers (Float64 in Julia
[2]) used in the calculations.

Results of the numerical experiments using DG methods with modal filtering of different
orders s are shown in Fig. 7. The numerical solutions using different numbers N of elements
are visually nearly indistinguishable. Using the filter order s = 1, the numerical solutions
converge to the classical entropy weak solution (Fig. 7a). However, if the filter order is
increased, the numerical solutions converge to nonclassical solutions (Fig. 7c, e). As before,
the appearance of nonclassical shocks is linked with less entropy dissipation.

Furthermore, finite difference SBP methods with the same boundary procedures as the
DG schemes are tested as well. The results using only a single kind of artificial dissipa-
tion operator are similar to the ones in the periodic case and thus not shown here. Instead,
the artificial dissipation operators of [50] are weighted with strengths ε2 (second-order dis-
sipation), ε4 (fourth-order dissipation), and ε6 (sixth-order dissipation) and added to the
semi-discretization. The time step is chosen as Δt = 1

N . The results of these numerical
experiments are presented in Fig. 8. As can be seen there, for a fixed choice of the strengths
εi , nonclassical shocks occur under grid refinement. Thus, the influence of the higher-order
dissipation operators can destroy the convergence to the classical solution induced by the
second-order dissipation operator.

4 Uniqueness and Entropy Properties for the Cubic Conservation Law

4.1 Preliminaries

Here, the TeCNO schemes in [14,16] mentioned in Example 2.16 are now used to compute
numerical solutions of the cubic conservation law (16) with periodic boundary conditions. As
in the Sect. 3, the initial condition is chosen as u0(x) = − sin(πx) in the domain (xL , xR) =
(−1, 1) and the numerical solutions are evolved up to the final time T = 1 using the fourth-
order, ten stage, strong stability preserving explicit Runge–Kutta method SSPRK(10,4) of
[29] with time steps Δt = 1/N . The following entropy functions will be considered.

– The L2 entropyU (u) = 1
2u

2. As in Sect. 3, the entropy variables are w(u) = U ′(u) = u
and the flux potential is ψ(u) = 1

4u
4. Thus, the corresponding entropy-conservative

numerical flux is (17).
– The L4 entropy U (u) = 1

4u
4. In this case, w(u) = U ′(u) = u3 and the flux poten-

tial is ψ(u) = 1
2u

6. Hence, the entropy-conservative numerical flux is the central flux

f num(u−, u+) = ψ(u+)−ψ(u−)
w(u+)−w(u−)

= u3++u3−
2 .

– The L2 ∩ L4 entropy U (u) = 1
4u

4 + α
2 u

2, α > 0. For this strictly convex entropy,
w(u) = U ′(u) = u3 + αu and ψ(u) = 1

2u
6 + α

4 u
4. The corresponding entropy-

conservative numerical flux is

f num(u−, u+) = 1

2

u6+ − u6− + α
2 u

4+ − α
2 u

4−
u3+ − u3− + αu+ − αu−

= 1

2

u5+ + u4+u− + u3+u2− + u2+u3− + u+u4− + u5− + α
2

(
u3+ + u2+u− + u+u2− + u3−

)

u2+ + u+u− + u2− + α
,

(27)

where the fraction has been reduced by (u+−u−). In the numerical experiments presented
in the following, α = 1

100 has been chosen.
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Fig. 7 Numerical results for DG methods using Godunov’s flux and the entropy stable semi-discretization of
Theorem 2.11 in order to approximate solutions of the cubic conservation law (22) with polynomial degree
p = 4 and different filter orders s for N = 256 (solid), N = 1024 (dashed), and N = 4096 (dotted) elements

4.2 Numerical Results

Results of numerical experiments with TeCNO(3) schemes can be seen in Fig. 9. For the
schemes based on the L2 entropy, the numerical solutions are visually indistinguishable
from the entropy weak solution. In contrast, the schemes based on the L4 entropy yield
numerical solutions with overshoots at the discontinuities that do not vanish as the grid is
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Fig. 8 Numerical results for SBP FD methods with interior order of accuracy six using Godunov’s flux at the
boundaries and the entropy-stable semi-discretization of Theorem 2.11 in order to approximate solutions of
the cubic conservation law (22) with different artificial dissipation operators for N = 1024 (solid), N = 4096
(dashed), and N = 16,384 (dotted) grid points

refined. Results using TeCNO(2) schemes are similar; the overshoot regions are a bit smaller
but clearly present for all investigated numbers N of cells. It might be conjectured that the
“better” behavior of the schemes based on the L2 entropy U (u) = 1

2u
2 compared to the L4

entropyU (u) = 1
4u

4 is influenced by the fact that the former entropy is strictly convex while
the latter is only convex. However, the schemes based on the strictly convex L2 ∩ L4 entropy
show the same behavior as the ones based on the L4 entropy, i.e. the overshoots persist.
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Fig. 9 Numerical results for TeCNO(3) methods approximating solutions of the cubic conservation law (16)
based on different entropy functions for N of cells

5 Computing Kinetic Functions Numerically

5.1 Preliminaries

To analyze the behavior of the provably entropy-dissipative numerical methods described
above in more detail, the corresponding kinetic functions will be computed. The basic moti-
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vation is as follows [39, Chapter II]. The locally smooth parts of aweak solution of a nonlinear
scalar conservation law are unique but non-uniqueness can arise from discontinuities if the
flux is non-convex and only a single entropy inequality is required. Hence, an approach to
single out one specific weak solutions among all weak solutions satisfying a single entropy
inequality is given by prescribing the allowed forms of discontinuities. This is exactly the
purpose of kinetic functions [39, Chapter II].

Consider a scalar nonlinear conservation law ∂t u + ∂x f (u) = 0 in one space dimension
and a weak solution of an associated Riemann problem with left- and right-hand states uL
and uR . This weak solution is a combination of rarefaction waves, classical shock waves
(satisfying all entropy inequalities locally), and nonclassical shock waves (which are only
required to satisfy a single entropy inequality locally). In this context, the kinetic function ϕ�

is the mapping of the left state uL to the middle state uM if a nonclassical solution appears.
We use the following definition of a kinetic function in the context of numerical solutions.

Definition 5.1 Given a numerical solution of a Riemann problem with left- and right-hand
states uL and uR , define ΥL ⊆ R as the set of all left-hand states uL such that the numerical
solution results contains an (approximately) constant part with value uM that increases the
total variation and is (approximately) connected to the left-hand state via a single disconti-
nuity. The kinetic function associated to the numerical method is the mapping ϕ� : ΥL → R,
ϕ�(uL) = uM .

Here, a series of Riemann problems with right-hand state uR = −2 and varying left-hand
state uL has been solved for each scheme. The FD SBP and DG methods use a domain
[−1, 3] with initial discontinuity located at x = −0.5. The solution is computed until t =
5/max{3u20} with a time step of Δt = ((p2 + 1)N max{3u20})−1 for DG methods and
Δt = (N max{3u20})−1 for FD methods.

The Fourier methods use a domain [−6, 6] with initial value

u0(x) = uL for x ∈ [−4.5, 0], while u0(x) = uR otherwise. (28)

Again, the time step isΔt = (N max{3u20})−1. The other parameters are the same as described
above. A typical numerical solution obtained using a DG scheme is shown in Fig. 10. The
middle state has been computed as follows. At first, the discontinuities are detected in a
simple way by averaging the solution locally and computing the standard deviation. If there
are two discontinuities of the form allowing a nonclassical middle state, its value is computed
as the median of the values of the numerical solution between the two discontinuities. The
general theory of nonclassical shocks predicts bounds of the kinetic function ϕ�. Here, as
established in [39], we have

ϕ
�
0 ≤ ϕ� ≤ ϕ, where ϕ

�
0(uL) = −uL and ϕ(uL) = −uL/2. (29)

5.2 Nodal DGMethods

For nodal DG methods, polynomial degrees p ∈ {0, 1, . . . , 5}, filter order s ∈ {0, 1, . . . , 5},
and numbers of elements N ∈ {26, 27, . . . , 211} have been used. The following observations
have been made.

1. The schemes with filter order s ∈ {1, 2, 3} did not result in nonclassical solutions.
2. The schemes with polynomial degrees p ∈ {0, 1} did not result in nonclassical solutions.

The schemes with polynomial degree p = 2 resulted in nonclassical solutions only if no
filtering was applied (s = 0).
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Fig. 10 Numerical Riemann solution unum (without postprocessing) with uL = 5 and uR = −2, and a DG
method with parameters: polynomial degree p = 5, filter order s = 5, number of elements N = 256

Fig. 11 Kinetic function for a DG method with polynomial degree p = 5 and filter order s = 5

3. If the strength of the initial discontinuity is too big, no nonclassical solutions occur. For
the investigated range of parameters, nonclassical solutions occurred only for uL < 10
(as a necessary criterion). Depending on the other parameters, the maximal value of uL
for which nonclassical solution occurred can be smaller.

4. The numerically obtained kinetic functions ϕ� are affine linear. These affine linear func-
tions remain visually indistinguishable under grid refinement by increasing the number
of elements N . This is shown for p = 5 and s = 5 in Fig. 11.

5. The kinetic functions depend on the polynomial degree p. For increasing p, the slope
becomes steeper, i.e. smaller, since it is negative. This is shown for s = 0 and N = 1024
in Fig. 12.

6. The kinetic functions depend on the filter order s. For s = 5, the slope is steeper than for
s < 5. However, there is no clear relation for the other values of s. For p = 5, the slopes
for s = 0 and s = 4 are visually indistinguishable while the slope for s = 0 is steeper
than for s = 4 for p = 4. This is shown for N = 1024 in Fig. 13.

7. The offset of the affine linear kinetic functions is nearly zero, i.e. the kinetic functions
are approximately linear.

8. The kinetic functions satisfy the bounds (29).
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Fig. 12 Kinetic function for DG methods without filtering (s = 0) and N = 1024 elements

Fig. 13 Kinetic function for DG methods with N = 1024 elements

5.3 Finite DifferenceMethods

For FD methods, accuracy order p ∈ {2, 4, 6}, artificial dissipation strength εi ∈
{0, 100, . . . , 400}, and N ∈ {28, 29, . . . , 214} grid nodes have been used. The following
observations have been made.

1. If artificial dissipation was applied, nonclassical solutions occurred at least for some
values of N , even if only the second-order artificial dissipation was used (ε2 �= 0, ε4 =
ε6 = 0). The only exception is given by the second-order method (p = 2) with second-
order artificial dissipation (ε2 �= 0), where no nonclassical solutions occurred. This is
in agreement with the results of [60]: Discretizations of the second derivative can only
be entropy-dissipative for all entropies if the order of accuracy is at most two. Addition-
ally, the second-order discretizations applied here are dissipative for all entropies. Some
examples are shown in Fig. 14.

2. As for DG methods, if the strength of the initial discontinuity is too big, no nonclassical
solutions occur. For the investigated range of parameters, nonclassical solutions occurred
only for uL < 10 (as a necessary criterion). Depending on the other parameters, the
maximal value of uL for which nonclassical solution occurred can be smaller.
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Fig. 14 Kinetic function for FD methods with order of accuracy p ∈ {4, 6}, N = 4096 grid nodes, and
different strengths of the artificial dissipation

Fig. 15 Kinetic function for FD methods with order of accuracy p = 6 and varying number of grid nodes N
for different strengths of the artificial dissipation

3. The numerically obtained kinetic functions ϕ� are affine linear. These affine linear func-
tions vary slightly under grid refinement but seem to converge. However, the maximal
value of uL leading to nonclassical solutions depends on N and typically decreases when
N is increased. This is shown in Fig. 15.

4. Choosing a fixed order of the artificial dissipation, i.e. εi �= 0 and ε j = 0 for j �= i , the
kinetic functions are nearly indistinguishable if the strength εi ∈ {100, 200, 300, 400} is
varied. This is shown in Fig. 16.

5. The kinetic function varies with the order of accuracy p. Typically, it becomes steeper
(more negative) for higher values of p. This is shown in Fig. 17.

6. In contrast to DG methods, the offset of the affine linear kinetic functions is in general
not zero.
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Fig. 16 Kinetic function for FD methods with order of accuracy p = 6, N = 4096 grid nodes, and different
strengths of the artificial dissipation

Fig. 17 Kinetic function for FD methods with different orders of accuracy p, N = 4096 grid nodes, and
different strengths of the artificial dissipation. For p = 2 and ε2 = 0, ε4 = 400, ε6 = 0, no nonclassical
solutions occur

7. The kinetic functions satisfy the bounds (29) in the region where nonclassical solutions
occur. For p = 2, the kinetic functions can violate the bounds (29) if they are extrapolated
to bigger values of uL , cf. Fig. 17a. For p ∈ {4, 6} such a behavior did not occur.

5.4 Fourier CollocationMethods

For Fourier methods, the viscosity strengths ε ∈ {10/N , 50/N , 100/N } for the standard
and convergent choices of [78] and N ∈ {210, 211, . . . , 214} grid nodes have been used. The
following observations have been made.
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Fig. 18 Kinetic function for Fourier methods with different choices of the spectral viscosity and numbers N
of grid nodes

1. As for DG and FD methods, if the strength of the initial discontinuity is too big, no
nonclassical solutions occurred. For the investigated range of parameters, nonclassical
solutions occurred only for uL < 10 (as a necessary criterion). Depending on the other
parameters, the maximal value of uL for which nonclassical solution occurred can be
smaller.

2. The numerically obtained kinetic functions ϕ� are affine linear and seem to converge
under grid refinement (or are already visually indistinguishable). This can be seen in
Fig. 18. For lower resolution such as N = 1024 and strength ε = 10/N , the nonclassical
part is highly oscillatory, resulting in some errors of the measurement of the middle state.
For higher resolutions, these problems are less severe or disappear completely.

3. The kinetic functions depend on the strength of the spectral viscosity. For the convergent
choice of [78], nonclassical shocks can occur or not, depending on the strength ε. The
strength ε = 100/N results in steeper kinetic function than the choice ε = 10/N . For
ε = 50/N and the convergent choice of [78], no nonclassical solutions appear, in contrast
to the classical choice of the spectral viscosity which always results in nonclassical
solutions. However, for smaller or bigger strengths of the spectral viscosity, nonclassical
solutions occur even for the convergent choice of [78] and N = 16,384 grid nodes. This
can be seen in Fig. 19.

4. In contrast to DGmethods but similar to FDmethods, the offset of the affine linear kinetic
functions is in general not zero.

5. The kinetic functions satisfy the bounds (29).

5.5 WENOMethods

In addition to the provably entropy-stable methods tested above, some standard shock captur-
ing have been studied. Specifically, high-order WENO methods implemented in Clawpack
[7,31,32,49] have been investigated. The discretizations usedWENOorders p ∈ {13, 15, 17}
and N ∈ {28, 29, . . . , 214} cells with a CFL number of 0.5. The other parameters of the prob-
lem are the same as for the SBP FD methods. The following observations have been made.
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Fig. 19 Kinetic function for Fourier methods with different choices of the spectral viscosity and N = 16,384
grid nodes

Fig. 20 Kinetic functions of WENO methods

1. Nonclassical solutions have only been observed for very high-order WENO methods
with p ∈ {13, 15, 17}. For p ≤ 11, no nonclassical shocks occurred.

2. As for DG and FD methods, if the strength of the initial discontinuity is too big, no non-
classical solutions occurred and the critical strength of the initial discontinuity depends
on the WENO order p.

3. The numerically obtained kinetic functions ϕ� are affine linear and seem to converge
under grid refinement (or are already visually indistinguishable). This can be seen in
Fig. 20a.

4. The kinetic functions do not seem to depend strongly on the WENO order p when non-
classical solutions occur. For higher-orderWENOmethods, nonclassical shocks occurred
also for bigger values of uL . This can be seen in Fig. 20b.

123



Journal of Scientific Computing            (2021) 87:55 Page 27 of 38    55 

Fig. 21 Non-convex flux function
of the quartic conservation law
(30)

5. If few cells are used, the offset of the affine linear kinetic functions is not necessarily
zero, similar to FD methods. For increased grid resolutions, the offset becomes (nearly)
zero, similar to DG methods.

6. The kinetic functions satisfy the bounds (29).

6 Generalization to a Quartic Conservation Law

6.1 Preliminaries

Entropy-conservative semi-discretizations of the scalar conservation law

∂t u(t, x) + ∂x f (u(t, x)) = 0, t ∈ (0, T ), x ∈ (xL , xR),

u(0, x) = u0(x), x ∈ (xL , xR),

f (u) = u2(u2 − 10) + 3u,

(30)

can be constructed using the numerical flux

f num(u−, u+)= u4+ + u−u3+ + u2−u2+ + u3−u+ + u4−
5

−10
u2+ + u−u+ + u2−

3
+3

u+ + u−
2

(31)

with corresponding split form

2

5

(
D u4 + u D u3 + u2 D u2 + u3 D u

)
− 20

3

(
D u2 + u D u

)
+ 3D u, (32)

cf. [58, Section 4.5]. The flux is visualized in Fig. 21. To compute the kinetic function ϕ�,
Riemann problems with an initial condition

u0(x) =
{
uR, x ∈ [0, 4.5],
uL , otherwise,

(33)

have been solved in the periodic domain [−7, 7] till the final time t = 3/max{| f ′(u)|∣∣uL ≤ u ≤ uR
}
for the fixed right state uR = 2.

Typical solutions obtained by a DG method are presented in Fig. 22. For small left-hand
states such as uL = − 3.2, the left-hand state is connected to classical wave. However, the
right-hand state can be connected to a nonclassical state above uR . For intermediate left-hand
states such as uL = − 2.0, two nonclassical states occur, one below uL and one above uR .
For larger left-hand states such as uL = − 1, both the left and the right state are connected
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Fig. 22 Numerical solutions unum (without postprocessing) of the Riemann problems with left-hand state uL ,
right-hand state uR = 2, and a DG method with the following parameters: polynomial degree p = 5, filter
order s = 0, number of elements N = 256

to a nonclassical state above uR . In the following, the kinetic function ϕ� is computed as the
mapping from a left-hand state uL to a nonclassical state below the left-hand state.

6.2 Nodal DGMethods

For nodal DG methods, polynomial degrees p ∈ {0, 1, . . . , 5}, filter order s ∈ {0, 1, . . . , 5},
and numbers of elements N ∈ {26, 27, . . . , 210} have been used. The numerical flux between
elements is the entropy-dissipative flux obtained by adding local Lax-Friedrichs/Rusanov
dissipation to the entropy conservative numerical flux (31). The following observations have
been made.

1. The schemes with filter order s ∈ {1, 2, 3} did not result in nonclassical solutions.
2. The finite volume schemes (p = 0) did not result in nonclassical solutions. The schemes

with polynomial degree p ∈ {1, 2} resulted in nonclassical solutions only if no filtering
was applied (s = 0).

3. For the investigated range of parameters, nonclassical solutions occurred only for uL ∈
[− 4,− 0.5] (as a necessary criterion). Depending on the other parameters, the extremal
values of uL for which nonclassical solution occurred can be different.

4. The numerically obtained kinetic functions ϕ� are approximately constant. They remain
visually indistinguishable under grid refinement by increasing the number of elements
N . This is shown for p = 5 and s = 5 in Fig. 23. The slight deviations from the constant
value near the extremal values of uL are caused by oscillations of the numerical solutions.

5. The kinetic functions do not depend on the polynomial degree p if no filtering is applied,
i.e. s = 0. Otherwise, they depend on p. For s = 4, uM is bigger for p = 4 than for
p = 5 while it is the other way round for s = 5. This is shown in Fig. 24.

6. The kinetic functions depend on the filter order s. However, there is no clear relation as
shown in Fig. 24.

6.3 Finite DifferenceMethods

For FD methods, accuracy order p ∈ {2, 4, 6}, artificial dissipation strength εi ∈
{0, 100, . . . , 400}, and N ∈ {29, 210, . . . , 214} grid nodes have been used.
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Fig. 23 Kinetic function for a DG
method with polynomial degree
p = 5 and filter order s = 5

Fig. 24 Kinetic function for DG methods with N = 1024 elements

1. If artificial dissipation was applied, nonclassical solutions occurred at least for some
values of N , even if only the second-order artificial dissipation was used (ε2 �= 0, ε4 =
ε6 = 0). The only exception is given by the second-order method (p = 2) with second-
order artificial dissipation if ε2 �= 0 is sufficiently big. This is again in agreement with
[60].

2. As for DG methods, nonclassical solutions occured only for uL ∈ [− 4,− 0.5] for the
investigated range of parameters.

3. The numerically obtained kinetic functions ϕ� are again approximately constant. They
vary under grid refinement and the range of left-hand states uL for which nonclassical
solutions with middle state uM < uL occur typically increases with the number of grid
points. This is shown in Fig. 25.

4. Choosing a fixed order of the artificial dissipation, i.e. εi ∈ {100, 200, 300, 400} and
ε j = 0 for j �= i , the kinetic functions depend on the strength εi . For high resolutions,
the value of the kinetic function typically increases with the strength εi . This is shown
in Fig. 26.

5. The kinetic function varies slightly with the order of accuracy p. Typically, it increases
(more negative) for higher values of p. This is shown in Fig. 27.

6.4 Fourier CollocationMethods

For Fourier methods, the viscosity strengths ε ∈ {10/N , 50/N , 100/N } for the standard
and convergent choices of [78] and N ∈ {210, 211, . . . , 214} grid nodes have been used. The
following observations have been made.

1. As for DG and FD methods, nonclassical intermediate states uM < uL occured only if
uL ∈ [− 4,− 0.5] for the investigated range of parameters.
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Fig. 25 Kinetic function for FD methods with order of accuracy p = 6 and varying number of grid nodes N
for different orders of the artificial dissipation

Fig. 26 Kinetic function for FD methods with order of accuracy p = 6, N = 16,384 grid nodes, and different
strengths of the artificial dissipation

Fig. 27 Kinetic function for FD methods with different orders of accuracy p, N = 16,384 grid nodes, and
different strengths of the artificial dissipation
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Fig. 28 Kinetic function for Fourier methods using the standard choice of [78] with different strengths of the
spectral viscosity and numbers N of grid nodes

Fig. 29 Kinetic function for Fourier methods with different choices of the spectral viscosity and N = 16,384
grid nodes

2. In contrast to DG and FD methods, not all numerically obtained kinetic functions ϕ� are
approximately constant. If the strength of the standard spectral viscosity is low, there is a
zig-zag behavior of the kinetic function that is stable under grid refinement. If the strength
of the spectral viscosity is bigger, the kinetic functions are approximately constant and
vary slightly under grid refinement, similarly to DG and FD methods. This is visualized
in Fig. 28.

3. The kinetic functions depend on the strength of the spectral viscosity. For the convergent
choice of [78], nonclassical shocks can occur or not, depending on the strength ε. For
example, many nonclassical shocks occured for ε = 10/N , none for ε = 50/N and only
a few for ε = 100/N . In contrast, nonclassical solutions occured for all of these strengths
if the classical spectral viscosity is applied. This can be seen in Fig. 29.

Remark 6.1 Numerical experiments indicate that TeCNO methods based on the L2 and L4

entropy approximate the classical entropy solution for the setup considered here. However,
it is unclear whether this is the case for all possible entropies and initial conditions.
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7 Boundedness Property for the Keyfitz–Kranzer System

7.1 Preliminaries

The Keyfitz–Kranzer system introduced in [34]

∂t u1 + ∂x
(
u21 − u2

) = 0, ∂t u2 + ∂x
(
u31/3 − u1

) = 0, (34)

is strictly hyperbolic with eigenvalues λ± = u1±1 and right eigenvectors r± = (
1, u1∓1

)T .
Thus, it is genuinely nonlinear. Moreover, it is straightforward to check that the convex
functionU (u) = exp

(
u21/2− u2

)
is an entropy with associated entropy flux F(u) = u1U (u).

Indeed, the entropy variables are

w(u) = U ′(u) =
(
u1U (u)

−U (u)

)
�⇒ U ′′(u) =

(
1 + u21 −u1
−u1 1

)
U (u). (35)

Thus, the flux potential is ψ(u) = w(u) · f (u) − F(u) = ( 2
3u

3
1 − u1u2

)
exp

(
u21/2 − u2

)
.

Although there is a convex entropy and the system (34) is strictly hyperbolic and genuinely
nonlinear, the Riemann problem can be solved in general only if measures are allowed in
the solution [34]. These solutions are measures in space for fixed time. Especially, singular
shock waves appear in the solution of certain Riemann problems, cf. [33,37].

In order to construct entropy-stable semi-discretizations as entropy-conservative oneswith
additional dissipation, entropy-conservative numerical fluxes are sought. Using the procedure
to derive entropy-conservative fluxes described in [57, Procedure 4.1], the following steps
have to be performed:

1. Choose a set of variables, e.g. conservative variables, entropy variables, or something
else.

2. Apply scalar differentialmeanvalues forw,ψ to get an entropy conservativeflux fulfilling
[[w]] · f num = [[ψ]].

Due to the analytical form of the entropy variables w (35) and the flux potential ψ given
earlier, the variables u1 andU (u) are used in the following. Of course, other choices are also
possible. The jumps of the entropy variables can be written using the discrete product rule
[[ab]] = {{a}} [[b]] + {{b}} [[a]] , with [[a]] := a+ − a− and {{a}} := a++a−

2 , as

[[w1]] = [[u1U ]] = {{u1}} [[U ]] + {{U }} [[u1]] , [[w2]] = − [[U ]] . (36)

Using the discrete chain rule

[[
log a

]] = 1

{{a}}log [[a]] , {{a}}log := [[a]]
[[
log a

]] , (37)

for the logarithmic mean {{a}}log [28] and−u2 = log(U )− 1
2u

2
1, the jump of the flux potential

ψ = ( 1
6u

3
1 + u1 log(U )

)
U can be written as

[[ψ]] =
{{

1

6
u31 + u1 log(U )

}}
[[U ]] + {{U }}

[[
1

6
u31 + u1 log(U )

]]

=
{{

1

6
u31 + u1 log(U )

}}
[[U ]] + {{U }}

{{U }}log
{{u1}} [[U ]]

+ 1

6
{{U }}

[[
u31
]]

[[u1]]
[[u1]] + {{U }} {{log(U )}} [[u1]] .

(38)
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Here, we have
[[
a3
]]

[[a]] = a3+−a3−
a+−a− = a2+ + a+a− + a2−. Therefore, the condition [[w]] · f num −

[[ψ]] = 0 (11) for an entropy-conservative flux becomes

0 =
(

{{u1}} f num1 − f num2 −
{{

1

6
u31 + u1 log(U )

}}
− {{U }}

{{U }}log
{{u1}}

)

[[U ]]

+
(

{{U }} f num1 − 1

6
{{U }}

[[
u31
]]

[[u1]]
− {{U }} {{log(U )}}

)

[[u1]] . (39)

Hence,

f num1 = 1

6

[[
u31
]]

[[u1]]
+ {{log(U )}} ,

f num2 = {{u1}} f num1 −
{{

1

6
u31 + u1 log(U )

}}
− {{U }}

{{U }}log
{{u1}} ,

(40)

can be seen to yield an entropy-conservative numerical flux for the Keyfitz–Kranzer system
(34) with the entropy U (u) = exp(u21/2 − u2). In order to create an entropy-stable numerical
flux, the local Lax-Friedrichs/Rusanov type dissipation− λ

2 [[u]]will be added to the numerical
flux (40), where λ = max

{|u1,−|, |u1,+|}+ 1 is the maximal eigenvalue of both arguments
u±.

In the following, the Riemann problem at x = 0 with left and right initial data

uL =
(
1.5
0

)
, uR =

(− 2.065426
1.410639

)
, (41)

given in [70, Section 4] will be considered in the domain (xL , xR) = (−3/4, 1/4) up to
the final time T = 2. Since the solution does not interact with the boundary during this
time, constant boundary values are assumed. The continuous rate of change of the entropy is
d
dt
∫ xR
xL

U = −F
∣∣xR
xL

= F(gL)− F(gR), if the left and right boundary data are gL , gR . Thus,
the entropy rate is bounded by data if FL ≥ 0 and FR ≤ 0, which is fulfilled for the given
Riemann problem, since F(u) = u1 exp(u21/2 − u2) and u1 > 0 on the left-hand side and
u1 < 0 on the right-hand side. The semi-discrete entropy rate is

wT M ∂t u = (
wL · f numL − ψL

)− (
wR · f numR − ψR

)
. (42)

In order to bound the semi-discrete entropy rate by the continuous one, only the left-hand side
is considered in the following. The other side can be handled similarly. Here, the condition

(
wL · f numL − ψL

) ≤ F(gL) = w(gL) · f (gL) − ψ(gL) (43)

is required for the semi-discretization. If the numerical flux f num is entropy stable,
(
wL −

w(gL)
) · f numL − (

ψL − ψ(gL)
) ≤ 0. Thus, (43) is fulfilled if w(gL) · f numL − ψ(gL) ≤

w(gL) · f (gL) − ψ(gL), which is equivalent to

w(gL) · ( f num(gL , uL) − f (gL)
) ≤ 0. (44)

It seems to be technically difficult to check this condition for the entropy stable flux using
the local Lax-Friedrichs-Rusanov type dissipation. However, it can be checked during the
numerical experiments. There, it is fulfilled up to machine accuracy in the Riemann problems
under consideration.
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Fig. 30 Numerical solutions using the first order finite volume method with N = 512 cells at the final time
t = T

Fig. 31 Extreme values of the
numerical solutions using the first
order finite volume method with
N cells at the final time t = T

7.2 Numerical Results

First-order finite volume discretizations based on the entropy-stable flux above are now
applied. An explicit Euler method is used in order to advance the numerical solution in time,
up to T = 2, and the time step is chosen adaptively asΔt = Δx

2λ , where λ = max
{|ui,1| + 1

}

is the maximal advection speed of the numerical solution. A typical solution at t = T is
displayed in Fig. 30. A singular shock occurs and moves to the left, cf. [70, Section 4]. The
maximal values of each component increase with increasing resolution, since the analytical
solution contains a Dirac mass moving with the shock. This behavior is visualized in Fig. 31.
The maximal values of the numerical solutions increase over time, in agreement with the
increasing mass of the delta measure. Clearly, in general, entropy stability does not imply
boundedness of numerical solutions.

8 Summary and Conclusions

We studied a variety of entropy-dissipative numerical methods for nonlinear scalar conserva-
tion laws with non-convex flux in one space dimension, including finite difference methods
with artificial dissipation, discontinuous Galerkin methods with or without filtering, and
Fourier methods with (super-) spectral viscosity. We demonstrated experimentally that all
these numericalmethods can converge to different weak solutions, either the classical entropy
solution orweak solutions involving nonclassical shockwaves. For the same class ofmethods,
the convergence depends also on associated parameters; changing a parameter such as the
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order or strength of dissipation changes the limiting solution in general.Moreover, we demon-
strated that numerical solutions can also depend on the specific choice of the entropy function,
e.g. for TeCNO schemes. To distinguish the different convergence behavior of the numerical
methods, we also computed the associated kinetic functions for a variety of schemes, includ-
ing also high-order WENO methods. Finally, we developed entropy-dissipative numerical
methods for the Keyfitz–Kranzer system, demonstrating that entropy-dissipative methods
may generate numerical solutions that do not remain bounded under grid refinement.

Our results provide important contributions to the theory of nonclassical shocks by com-
paring a variety of numerical schemes and their kinetic functions. On the other hand, these
results also demonstrate limitations of modern high-order entropy-dissipative methods, com-
plementing the recent investigations [20,62]. Hence, we stress the importance of choosing
appropriate regularizations to compute numerical solutions of conservation laws, in particular
if they support nonclassical shock waves as weak solutions.
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